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During human immunodeficiency virus type 1 minus-
strand transfer, the nucleocapsid protein (NC) facilitates
annealing of the complementary repeat regions at the
3’-ends of acceptor RNA and minus-strand strong-stop
DNA ((—) SSDNA). In addition, NC destabilizes the highly
structured complementary trans-activation response ele-
ment (TAR) stem-loop (TAR DNA) at the 3'-end of (—)
SSDNA and inhibits TAR-induced self-priming, a dead-
end reaction that competes with minus-strand transfer.
To investigate the relationship between nucleic acid sec-
ondary structure and NC function, a series of truncated
(=) SSDNA and acceptor RNA constructs were used to
assay minus-strand transfer and self-priming in vitro. The
results were correlated with extensive enzymatic probing
and mFold analysis. As the length of (—) SSDNA was de-
creased, self-priming increased and was highest when the
DNA contained little more than TAR DNA, even if NC and
acceptor were both present; in contrast, truncations
within TAR DNA led to a striking reduction or elimina-
tion of self-priming. However, destabilization of TAR DNA
was not sufficient for successful strand transfer: the sta-
bility of acceptor RNA was also crucial, and little or no
strand transfer occurred if the RNA was highly stable.
Significantly, NC may not be required for in vitro strand
transfer if (—) SSDNA and acceptor RNA are small, rela-
tively unstructured molecules with low thermodynamic
stabilities. Collectively, these findings demonstrate that
for efficient NC-mediated minus-strand transfer, a deli-
cate thermodynamic balance between the RNA and DNA
reactants must be maintained.

Reverse transcription consists of a complex series of reac-
tions catalyzed by the virion-associated enzyme reverse tran-
scriptase (RT)! that lead to conversion of the single-stranded
RNA genome into an integration-competent linear double-
stranded DNA (1). This process is facilitated by host and viral
accessory proteins, one of which is the viral nucleocapsid pro-
tein (NC). Human immunodeficiency virus type 1 (HIV-1) NC is
a small, highly basic, nucleic acid-binding protein with two zinc
fingers, each containing the invariant CCHC metal ion-binding

* The costs of publication of this article were defrayed in part by the
payment of page charges. This article must therefore be hereby marked
“advertisement” in accordance with 18 U.S.C. Section 1734 solely to
indicate this fact.

% To whom correspondence should be addressed: Lab. of Molecular
Genetics, NICHD, NIH, Bldg. 6B, Rm. 216, Bethesda, MD 20892-2780.
Tel.: 301-496-1970; Fax: 301-496-0243; E-mail: levinju@mail.nih.gov.

! The abbreviations used are: RT, reverse transcriptase; NC, nucleo-
capsid protein; HIV-1, human immunodeficiency virus type 1; (—)
SSDNA, minus-strand strong-stop DNA; nt, nucleotide(s); R, repeat;
SP, self-priming; MNase, micrococcal nuclease; TAR, trans-activation
response element.

44154

motif (2-5). NC functions as a nucleic acid chaperone in an
ATP-independent manner (6) and catalyzes nucleic acid con-
formational rearrangements that lead to the formation of the
most thermodynamically stable structure (Ref. 7 and reviewed
in Refs. 8—11). This activity is required for efficient reverse
transcription and allows NC to promote intermolecular anneal-
ing of nucleic acids with significant stretches of base comple-
mentarity (7, 12-26), destabilization of secondary structures in
RNA and DNA templates that are responsible for RT pausing
(27-30), unwinding of primer tRNA (19, 31-34), primer place-
ment (12, 15, 19, 32, 33, 35—-38), and the initiation step (39-41).

NC nucleic acid chaperone activity is also critical for the
minus-strand (reviewed in Refs. 8, 10, and 11) and plus-strand
(18, 20, 22, 42) transfer events that are required to complete
elongation of minus- and plus-strand DNAs and to generate the
long terminal repeats that flank the ends of proviral DNA (43).
During HIV-1 minus-strand transfer, minus-strand strong-
stop DNA ((—) SSDNA), the first product of reverse transcrip-
tion, is translocated to the 3’-end of viral RNA in a reaction
mediated by base pairing of the 97-nucleotide (nt) complemen-
tary repeat (R) regions present at the 3'-ends of the RNA and
DNA molecules (1). Recent reports from Bambara and co-workers
(44, 45) indicate that a major pathway for minus-strand transfer
involves an acceptor-initiated strand invasion mechanism that
allows strand transfer to occur at sites within the R region, with
a smaller contribution from end terminal transfer. In addition to
stimulating minus-strand transfer (21, 23, 25, 30, 44-56), NC
also inhibits a competing self-priming reaction induced by the
complementary trans-activation response element (TAR) DNA
structure in (—) SSDNA (21, 23, 25, 51, 53, 55-59).

Self-priming occurs when intramolecular fold-back struc-
tures formed at the 3'-end of (—) SSDNA are extended by RT to
produce minus-strand DNAs with plus-strand DNA extensions
(25, 51, 56, 58, 59); these products are termed “self-priming
products” (SP products or SP DNAs). In the absence of acceptor
RNA, NC alone has little or no effect on HIV-1 (—) SSDNA
self-priming (25, 56, 59). Driscoll and Hughes (56) and Golinelli
and Hughes (59) have also reported that under conditions
where acceptor RNA is omitted, self-priming is effectively
blocked only if NC is added together with a 70-fold excess of
short DNA oligonucleotides complementary to the 3’-end of (—)
SSDNA. These short DNAs mimic the small RNA fragments
produced by degradation of genomic RNA during minus-strand
DNA synthesis (56, 58, 59).

Fluorescence and absorbance spectroscopy studies have pro-
vided physical evidence indicating that the TAR DNA stem-
loop is quite stable (25, 60—62). Addition of NC to TAR DNA
causes “fraying” of the terminal base pairs of the stem-loop,
which alters the conformational equilibrium of the DNA in
favor of less stable structures (25, 60—63). The fact that modest
changes in the conformational state of DNA molecules in the
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TAR DNA population are not reflected in biochemical assays
for self-priming (25, 56, 59) could be due to the low sensitivity
of these assays or to the possibility (25) that partial melting of
the TAR DNA stem-loop is not sufficient to inhibit self-priming.
However, when NC and acceptor RNA are both present, there
is a dramatic shift in the majority of the TAR DNA molecules to
an unfolded state, which blocks self-priming and enables suc-
cessful strand transfer to occur (25). Interestingly, in vitro
studies with mutant HIV-1 NC proteins have demonstrated
that the zinc finger motifs are required for NC-dependent in-
hibition of self-priming and destabilization of highly structured
nucleic acids (21, 23, 64—67), including the TAR stem-loops in
(=) SSDNA (HIV-1 (21, 23, 60) and feline immunodeficiency
virus (68)) and in viral RNA (69).

In this work, we have examined the effect of nucleic acid
secondary structure upon the ability of NC to stimulate effi-
cient minus-strand transfer and have focused on structural
determinants in both (—) SSDNA and acceptor RNA. Our ap-
proach was to test a series of truncated (—) SSDNA and accep-
tor RNA constructs using an in vitro assay that mimics the
biologically relevant events of minus-strand transfer. The re-
sults of these assays are interpreted in terms of nucleic acid
stability as judged by enzymatic probing and mFold analysis of
individual (=) SSDNA or acceptor RNA constructs. Surpris-
ingly, we found that destabilization of (—) SSDNA alone and
elimination of self-priming by disruption of the TAR DNA
stem-loop did not necessarily result in an increase in strand
transfer: destabilization of acceptor RNA structure was also
required. Thus, NC mediates efficient strand transfer only if
both (=) SSDNA and acceptor RNA are moderately structured.
Collectively, these results demonstrate that a delicate balance
must exist between the stabilities of intramolecular secondary
structures in (—) SSDNA and acceptor RNA and the stability of
the intermolecular strand transfer duplex.

EXPERIMENTAL PROCEDURES

Proteins—HIV-1 RT was obtained from Worthington. Micrococcal
nuclease (MNase) was purchased from U.S. Biochemical Corp.
(Cleveland, OH). The following enzymes were obtained from Ambion
Inc. (Austin, TX): DNase I, RNase T1, RNase A, RNase V1, S1 nuclease,
and proteinase K. Tag DNA polymerase was obtained from Roche
Applied Science. Wild-type HIV-1 NC was a generous gift from Dr.
Robert Gorelick (SAIC Frederick, Inc., NCI-Frederick, Frederick, MD).
The protein was prepared as described previously (28).

Plasmids and Synthetic (—) SSDNAs—Plasmid pJA has been de-
scribed previously (51); it contains the 3’-half of HIV-1 pNL4-3 DNA
(70), starting from the EcoRI site at nt 5743 and including all of U5.
This plasmid was used for preparation of the 148-nt acceptor RNA by
linearizing the DNA with Fspl (New England Biolabs Inc., Beverly,
MA). Linearized DNA was purified by extracting with 1:1 (v/v) phenol/
chloroform, precipitating with ethanol, and resuspending in diethyl
pyrocarbonate-treated water to a final concentration of 1 ug/ul. Syn-
thetic (—) SSDNAs of varying lengths were obtained from Integrated
DNA Technologies (Coralville, IA). The DNAs were purified by the
company by PAGE and resuspended in diethyl pyrocarbonate-treated
water prior to use.

PCR Amplification of Transcription Templates—DNA templates for
transcription of acceptor RNA truncation mutants were prepared by
PCR amplification of pJA (51). In all cases, the upstream primer in-
cluded a T7 promoter, whereas the downstream primer defined the
3’-end of the RNA transcript. PCR primers were obtained from either
Lofstrand Laboratories Ltd. (Gaithersburg, MD) or Integrated DNA
Technologies. The sequences for the upstream primers were as follows:
for RNAs 117, 104, and 84, 5'-TAA TAC GAC TCA CTA TAG GGA GTG
GCG AGC CCT CAG; for RNAs 100, 87, and 67, 5'-TAA TAC GAC TCA
CTA TAG GAT GCT GCA TAT AAG CAG CTG; and for RNAs 70 and
50, 5'-TAA TAC GAC TCA CTA TAG GCT GCT TTT TGC CTG TAC
TGG. The sequences for the downstream primers were as follows: for
RNAs 117 and 100, 5'-CAG TGG GTT CCC TAG TTA; for RNAs 104, 87,
and 70, 5'-AGT TAG CCA GAG AGC TCC CAG; and for RNAs 84, 67,
and 50, 5'-GGC TCA GAT CTG GTC. RNAs 100, 87, 70, 67, and 50 all
contained an additional G at their 5'-end to facilitate transcription by
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T7 RNA polymerase (71). PCRs were performed with Tag DNA polym-
erase, and the products were purified with commercial kits (Promega or
Amersham Biosciences). The purified DNA was resuspended in diethyl
pyrocarbonate-treated water to a final concentration of 0.5-1 pg/ul.

RNA Preparation—RNAs were transcribed in vitro using the T7-
MEGAshortscript kit (Ambion Inc.) following the protocol supplied by
the manufacturer. Following incubation, the transcription products
were precipitated with ethanol, and unincorporated ribonucleoside
triphosphates were removed by purification over a Chromaspin-30 col-
umn (Clontech) or by denaturing PAGE on a 6% gel.

In Vitro Minus-Strand Transfer Assay—The in vitro strand transfer
assay has been described previously (25, 51). Briefly, synthetic (—)
SSDNAS (0.2 pmol; final concentration of 10 nm) labeled at their 5'-ends
with ®?P (72) were incubated with reaction buffer containing 50 mm
Tris-HCI (pH 8.0), 75 mm KCl, 1 mm dithiothreitol, 0.1 mm dNTPs, and
7 mM MgCl, in a final volume of 20 ul. Where specified, 0.2 pmol of
acceptor RNA (final concentration of 10 nm) and HIV-1 NC (at a ratio of
one NC molecule to 0.9 nt of nucleic acid) were also added to the
reaction mixture. Reactions were initiated by addition of HIV-1 RT (0.2
pmol; final concentration of 10 nm). Following incubation at 37 °C for 30
min, reactions were terminated by addition of EDTA (final concentra-
tion of 50 mM) and proteinase K (final concentration of 0.5 ug/ul),
followed by heating to 65 °C for 15 min and extraction with 1:1 (v/v)
phenol/chloroform. The aqueous phase was mixed with 8 ul of formam-
ide loading buffer (U. S. Biochemical Corp.) and heated to 95 °C for 3
min, and a 5-ul aliquot of the mixture was subjected to denaturing
PAGE on either a 6 or 8% gel. DNA products were visualized and
quantified using a PhosphorImager (Amersham Biosciences) and Im-
ageQuant software as described previously (51). The amounts of SP and
transfer products formed are expressed as nanomolar. To express these
amounts as percent of total substrate, the nanomolar values should be
multiplied by 10. Note that in this study, the 128-nt (—) SSDNA and
148-nt acceptor RNA were each designated as “full-length.”

Enzymatic Mapping of (—) SSDNAs—5'-3?P-Labeled synthetic (—)
SSDNAs (~5 nMm) were mixed in DNase I buffer (10 mm Tris-HCI (pH
7.5), 2.5 mm MgCl,, and 0.1 mm CaCl,) or S1 nuclease buffer (30 mm
sodium acetate (pH 4.5), 50 mM NaCl, and 1 mm ZnCl,) with 0.05 pg/ul
calf thymus DNA (Sigma). The cleavage specificities of the enzymes
used for DNA structure probing are as follows: DNase I, nonspecific
cleavage and double-stranded DNA cleavage faster than cleavage of
single-stranded DNA; MNase, single-stranded nucleic acid cleavage
faster than cleavage of double-stranded nucleic acid (73); and S1 nucle-
ase, specific for single-stranded nucleic acid. To avoid completely non-
specific cleavage, all digests were performed with limiting enzyme
concentrations. DNase I digests were carried out in DNase I buffer
using DNase I concentrations of 0.0125, 0.01, 0.0075, and 0.0005 units/
ul; MNase digests were carried out in DNase I buffer using MNase
concentrations of 0.0005, 0.00025, 0.0001, and 0.00005 units/ul; and S1
digests were performed in S1 nuclease buffer using S1 nuclease con-
centrations of 1, 0.5, and 0.1 unit/ul. Reactions (final volume of 20 ul)
were initiated by addition of 2 ul of the indicated nuclease and were
incubated at 37 °C for 5 min. Reactions were terminated by 1:1 (v/v)
phenol/chloroform extraction, followed by ethanol precipitation. The
final DNA pellet was resuspended in 5 ul of formamide loading buffer;
the products were separated by denaturing PAGE on a 6% gel.

Enzymatic Mapping of Acceptor RNAs—5'-*?P-Labeled acceptor
RNAs were gel-purified prior to use. Labeled RNA (~10 nMm) was added
to buffer containing 10 mm Tris-HCI (pH 7.0), 100 mm KCI1, 10 mm
MgCl,, and 1 pg of tRNA in a final volume of 10 ul. Reactions were
initiated by addition of RNase V1, RNase T1, RNase A, or S1 nuclease
and were incubated at room temperature for 15 min. Reactions were
terminated by addition of precipitation buffer (Ambion Inc.). RNA pel-
lets were resuspended in 5 ul of formamide loading buffer, and the
products were resolved by denaturing PAGE on 6% gels. An alkaline
hydrolysate was prepared by combining 0.15 pmol of **P-labeled RNA
with 1 pg of tRNA in 50 mM sodium carbonate (pH 9.2) and 1 mm EDTA
and then heating at 95 °C for 7 min. An additional RNase T1 digest was
prepared by combining *?P-labeled RNA in 20 mM sodium citrate (pH
7.5), 1 mm EDTA, and 7 M urea; heating at 65 °C for 5 min; adding
RNase T1; and incubating for 15 min at room temperature. The reaction
was terminated by addition of precipitation buffer, and the pelleted
RNA was resuspended in 5 ul of formamide loading buffer prior to
denaturing PAGE on a 6% gel.

RESULTS

Effect of 5'-Truncations of (—) SSDNA on Self-priming—The
reconstituted minus-strand transfer system used in these
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Fic. 1. Events occurring after the
synthesis of HIV-1 (-) SSDNA, pro-
posed secondary structure of TAR
DNA, and (—) SSDNA constructs used
in this study. A, schematic diagram il-
lustrating two alternative pathways for
RT-catalyzed elongation of (—) SSDNA.
In the absence of acceptor RNA and NC,
(—) SSDNA can form fold-back structures
that undergo self-priming and subse-
quent formation of nonproductive SP
DNAs. In this case, SP DNAs are the only
products of reverse transcription. In the
presence of acceptor RNA and NC, self-
priming is inhibited, thereby allowing an-
nealing of the complementary R regions
within (—) SSDNA (see C) and acceptor
RNA. Under these conditions, most of the
products result from productive minus-
strand transfer. Note that in the standard
assay, (—) SSDNA and acceptor RNA are
128 and 148 nt in length, respectively. B,
proposed secondary structure of TAR
DNA. The proposed DNA structure is
based on the complementary TAR RNA
secondary structure (90, 91). For a lower
energy TAR DNA structure based on
mapping studies and mFold analysis (74),
see Fig. 4B. C, series of synthetic HIV-1
(—) SSDNAs with truncations at the 5'-
end used to test the effect of DNA length
and structure on self-priming and minus-
strand transfer. The R region is composed
of TAR (open boxes) and additional 5'-
upstream sequences (hatched boxes); Ub
is represented as a closed box.

-Acceptor RNA
-NC

Self-Priming

128 mer
89 mer
72 mer
65 mer
63 mer
59 mer
50 mer
47 mer

30 mer

studies is illustrated in the schematic diagram in Fig. 1A.
Strand transfer occurs in the presence of acceptor RNA and NC
and is followed by RT-catalyzed elongation of (—) SSDNA (Fig.
1A). In the absence of NC, the TAR DNA structure in HIV-1 (—)
SSDNA (Fig. 1B) induces nonproductive self-priming (Fig. 14),
which dramatically reduces the efficiency of minus-strand
transfer (21, 23, 25, 51, 53, 55-57). Since disruption of the TAR
DNA stem-loop by NC is required to block self-priming (25, 51,
56), it was of interest to examine the ability of NC to resolve
highly structured regions within (—) SSDNA and the conse-
quences for minus-strand transfer. To approach this question,
we prepared a series of 5'-truncation mutants of full-length (—)
SSDNA, which in our system is 128 nt (Fig. 1C). The 128-, 89-,
72-, 65-, 63-, and 59-nt synthetic (—) SSDNAs all contain se-
quences corresponding to the entire TAR DNA, whereas the
remaining truncated DNAs have varying degrees of deletions
within the TAR DNA sequence (Fig. 1C).

The amount of self-priming for each of the truncated (—)
SSDNAs was determined by assay of DNA synthesis in the
absence of acceptor RNA with or without NC; DNA products
were visualized by PAGE (Fig. 2A). Self-priming occurs only if
(=) SSDNA has a 5'-overhang as well as a base-paired 3'-end.
Thus, (—) SSDNAs containing the full TAR DNA sequence and
at least some short amount of additional 5’-R sequence, i.e.
DNAs with lengths of 128, 89, 72, 69, 65, and 63 nt, readily
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underwent self-priming (note black bars indicating SP prod-
ucts in each case). In contrast, with smaller (—) SSDNAs (Fig.
10), i.e. having only the TAR sequence (59-nt DNA) or a trun-
cation within TAR (50-nt DNA), self-priming could not be de-
tected. Very similar results were obtained if self-priming was
measured in reactions containing NC, but no acceptor, as also
demonstrated in earlier studies (25, 56, 59).

The amount of SP DNAs synthesized by each of the (—)
SSDNAs was quantified by PhosphorImager analysis of the gel
data (Fig. 2B). For each of the DNAs, no significant difference
was detected if NC was present in the reactions. Interestingly,
the level of self-priming rose steeply as the 5'-DNA truncations
extended into the R region upstream of TAR (compare the
levels of self-priming observed for the 128-nt versus 89-nt (—)
SSDNAs). However, when the truncations were extended
within the TAR DNA stem-loop, self-priming was negligible
(Fig. 2B) (data not shown). These findings suggest that disrup-
tion of the lower portion of the TAR DNA stem-loop (bases
3'-CCCA paired to 5'-GGGT) (Fig. 1B) is sufficient to prevent
self-priming.

Elimination of Self-priming Does Not Necessarily Increase
the Efficiency of Minus-Strand Transfer—On the basis of our
previous observations with 131-nt (21, 23, 51) and 128-nt (25)
(=) SSDNAs, we would expect that an increase in self-priming
should result in a decrease in minus-strand transfer, whereas
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Fic. 2. Effect of (—) SSDNA length on self-priming. A, denaturing polyacrylamide gel showing self-priming of truncated (—) SSDNAs in the
absence of acceptor with (even-numbered lanes) and without (odd-numbered lanes) NC. The reaction conditions are described under “Experimental
Procedures,” except that incubation was for 60 min. Unextended (—) SSDNA, labeled at its 5’-end with 2P, is indicated by asterisks; SP products
are indicated by black bars. Note that data are also given for a 69-nt (—) SSDNA that has 4 additional 5’'-terminal bases compared with the 65-nt
(—) SSDNA (Fig. 1C). B, bar graph showing the amount of RT-catalyzed synthesis of SP products versus length of (—) SSDNA. Data represent the
average values obtained for SP products in three independent experiments. Open bars, without NC; closed bars, with NC.

reduction or elimination of self-priming should increase strand
transfer. To determine whether this prediction was also true
when smaller (—) SSDNAs were used, we assayed strand trans-
fer with each of the truncated DNAs under three conditions
(Fig. 3A): without acceptor and NC (lanes 1, 4, and 7), with
acceptor and without NC (lanes 2, 5, and 8), and with NC and
acceptor (lanes 3, 6, and 9). The results of a typical gel analysis
for reactions with 128-, 63-, and 50-nt (—) SSDNAs are shown.
If NC and acceptor were omitted, the highest level of self-
priming was observed with the 63-mer (lane 4); however, with
the 50-mer, self-priming could not be detected (lane 7). In the
absence of NC, addition of the 148-nt acceptor RNA, containing
a 94-nt R region and 54 nt of U3 (51), resulted in low levels of
strand transfer with each of the (—) SSDNAs (lanes 2, 5, and 8).
Addition of NC and acceptor RNA dramatically increased the
efficiency of minus-strand transfer with the 128-mer (lane 3),
but, in the case of the 63-mer, did not significantly reduce the
high level of self-priming and, at best, led to only minor stim-
ulation of strand transfer (lane 6). Surprisingly, strand trans-
fer was also inefficient with the 50-mer (lane 9), despite the
absence of detectable self-priming. In fact, most of the input
50-mer remained after incubation under all three conditions
(lanes 7-9).

The amount of transfer product synthesized in the presence
of NC and acceptor RNA was quantified by PhosphorImager
analysis and plotted against the length of (—) SSDNA (Fig. 3B).
For the larger DNAs (63, 65, and 72 nt), high levels of self-
priming were associated with reduced strand transfer, but low
levels of self-priming observed with the smaller DNAs (59 nt
and less) were not necessarily correlated with an increase in
strand transfer (compare Figs. 2B and 3B). The highest level of
strand transfer was obtained with the 128-mer, which contains
all of the R region as well as 31 nt from the 5'-end of U5 (Fig.
1C). Strand transfer efficiency was reduced as truncations were
made in the R region (89- and 72-mers) and was negligible

when the DNA truncations removed all or most of the R se-
quence upstream of TAR (65-, 63-, and 59-mers) or extended
into TAR DNA itself (50-, 47-, and 30-mers). Quantitation of
transfer products from several experiments performed in the
presence of added NC and the 148-nt acceptor RNA is given in
Table I (first line, second through fourth columns) for the 128-,
63-, and 50-nt (—) SSDNAs, respectively.

Secondary Structures of (—) SSDNAs and Efficiency of Mi-
nus-Strand Transfer—To understand why NC decreases self-
priming and increases minus-strand transfer with some (—)
SSDNAs but not with others, it was of interest to investigate
the secondary structure of several of our (—) SSDNA con-
structs. For this purpose, each of the DNAs was subjected to
limited nuclease digestion with DNase I, MNase, or S1 nucle-
ase (Fig. 4A) (see “Experimental Procedures” for the cleavage
specificity of each enzyme). We reasoned that comparison of the
digest patterns generated with each of these nucleases should
make it possible to obtain a general estimate of the relative
double- versus single-stranded character of the DNAs.

Fig. 4A presents the nuclease digests; Fig. 4B shows the
lowest energy structures predicted by DNA mFold (74) that are
most consistent with the nuclease digestion. The 128-, 63-, and
50-mer (—) SSDNAs were chosen for this analysis because they
represent three different classes of activity in the minus-strand
transfer assay with the 148-nt acceptor (Fig. 3): (i) DNA un-
dergoes self-priming, which is decreased by NC (128-mer); (ii)
DNA exhibits a high level of self-priming, which is relatively
unaffected by NC (63-mer); and (iii) DNA exhibits little or no
self-priming, but NC does not increase the level of minus-
strand transfer (50-mer).

The nuclease digest pattern obtained with the 128-nt (—)
SSDNA (Fig. 4A) indicated that it is single-stranded at its
5'-end; these bases are followed by a highly base-paired region
immediately preceding nucleotides that comprise the TAR
DNA stem-loop (nt 70-128). Nucleotides in the TAR DNA
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Fic. 3. Relationship between elimination of self-priming and the amount of productive minus-strand transfer. A, denaturing
polyacrylamide gels indicating transfer products (T') and SP products formed with 128-, 63-, and 50-nt *?P-labeled (—) SSDNAs (lanes 1-3, 4-6,
and 7-9, respectively). Synthetic (—) SSDNAs were incubated at 37 °C for 30 min in the presence or absence of a 148-nt acceptor RNA with
or without addition of HIV-1 NC as described under “Experimental Procedures.” B, bar graph showing the amount of minus-strand transfer
product synthesized in the presence of NC as a function of the length of (—) SSDNA. The amount of transfer product was quantified as

described under “Experimental Procedures.”

TaBLE 1
Effect of acceptor RNA length on NC-mediated minus-strand transfer
with three representative (—) SSDNAs
Values were determined from the average of three to five individual

experiments conducted in the presence of HIV-1 NC (nucleotide/NC
ratio = 0.9:1).

Transfer products

RNA length

128-mer 63-mer 50-mer

nt nMm nm nm
148 3.8 +£0.39 0.36 = 0.20 0.12 = 0.07
117 0.65 = 0.37 0.38 £ 0.26 0.46 = 0.26
100 0.40 = 0.27 0.23 = 0.093 0.26 = 0.11
104 1.4 = 0.55 1.8 = 0.37 233 £1.7
87 1.4 = 0.40 0.78 = 0.69 1.9 +£0.75
70 3.0 £ 048 45+*1.0 6.6 = 0.89
84 1.4 +0.51 2.0 = 0.28 2.1=*0.72
67 1.8 £ 0.45 2.4 +0.92 2.3 +0.69
50 0.76 £ 0.35 0.82 + 0.086 1.4 +0.43

region of the 128-mer are also largely base-paired. Analysis of
the 128-mer (—) SSDNA by mFold did not conclusively support
a single unique structure. In fact, several structures of similar
free energy were obtained (Fig. 4B, compare inset structure
with lowest energy structure). These structures all have an
unpaired 5'-end, followed by an extended stem-loop structure
analogous to the predicted poly(A) hairpin (75, 76) near the
5’-end of HIV-1 genomic RNA. Surprisingly, none of the 128-
mer structures contains a base-paired stem at the 3’-end that

would be compatible with the self-priming observed with this
DNA (Figs. 2 and 3A). The low energetic threshold for conver-
sion of these structures suggests that several structures may
exist in solution, which may readily interconvert. Thus, it is
possible that transient structures may exist, which can give
rise to the observed SP products (for further discussion, see
below).

The 63-mer, which consists of TAR DNA and just a few 5'-R
sequences, was found to have a digest pattern consistent with
the DNA being a mostly base-paired stem-loop structure (Fig.
4A). The lowest energy structure generated by mFold contains
the TAR DNA stem-loop, including a large 13-nt internal loop
with 7 nt on the 3'-side and 6 nt on the 5'-side (Fig. 4B), which
is not present in higher energy TAR DNA structures (compare
Figs. 1B and 4B). The structure shown in Fig. 4B is in general
(although not complete) agreement with the observed digest
pattern (Fig. 4, compare A and B). For example, the mapping
data indicated that nt 1-11 are unpaired (Fig. 4A), yet mFold
analysis predicted that nt 5-8 are base-paired (Fig. 4B). In the
case of nt 50-55, which appeared to be in a double-stranded
region, only nt 50-52 are expected to be base-paired. However,
in the higher energy structure (Fig. 1B), nt 54 and 55 are also
shown as base-paired. These differences between the mapping
data and mFold predictions could be due to the fact that DNase
I and MNase are not completely specific for digestion of double-
and single-stranded DNAs, respectively. In addition, the map-
ping data might also reflect conformational heterogeneity of
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FIG. 4. Analysis of (—) SSDNA secondary structure. A, enzymatic mapping of *’P-labeled (—) SSDNAs with lengths of 128, 63, and 50 nt.
To estimate the relative double- versus single-stranded character of the (—) SSDNAs, each sample was subjected to limited digestion with DNase
I, MNase, or S1 nuclease. It is important to note that the cleavage specificities for DNase I (double-stranded DNA cleavage faster than
single-stranded DNA cleavage) and MNase (single-stranded nucleic acid cleavage faster than double-stranded nucleic acid cleavage) are not
absolute (see “Enzymatic Mapping of (—) SSDNAs” under “Experimental Procedures”). The 128- and 50-nt (—) SSDNAs were digested with DNase
1(0.0125 and 0.01 unit/ul), MNase (0.0005 and 0.00025 units/ul), or S1 nuclease (0.5 and 0.1 unit/ul), and the 63-mer (—) SSDNA was digested
with DNase I (0.01, 0.0075, and 0.005 units/ul), MNase (0.00025, 0.0001, and 0.00005 units/ul), or S1 nuclease (1, 0.5, and 0.1 unit/ul) as described
under “Experimental Procedures.” Numbering of nucleotides is from the 5’-end of each DNA (to the left of the gels). It should also be noted that
when the enzymatic digestions were performed in reactions with NC, it was not possible to detect distinct gel bands, probably due to increased
conformational heterogeneity of TAR DNA in the presence of NC (25, 60—-62). B, secondary structure representations of the 128-, 63-, and 50-nt
(—) SSDNASs based on mFold analysis (mFold Version 3.1) (74). Structures for the 63- and 50-mer (—) SSDNAs represent the lowest free energy
structures that are most consistent with data obtained from enzymatic mapping (A) and the strand transfer assay (Fig. 3). The structure presented
for the 128-nt (—) SSDNA represents the lowest free energy structure obtained. The inset 128-nt (—) SSDNA represents an alternative secondary
structure that is nearly as favorable as the lowest energy structure. Structures were obtained by setting conditions to 37 °C with 75 mM monovalent
ion and 7 mM MgCl,. The AG values in kilocalories/mol are shown in each case.
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Fic. 5. Truncated acceptor RNAs used in this study. Four
classes of RNA constructs were tested for their ability to facilitate
efficient minus-strand transfer. The constructs varied in the length of
U3 (5'-end; horizontal arrow) and the HIV-1 R region (3'-end; vertical
arrow) contained within each construct: R regions of 94 nt (A), 63 nt (B),
50 nt (C), and 30 nt (D). For each of the constructs, the R region is
indicated by a black bar over the 3'-end of the RNA. Additionally,
within each class of RNA constructs, the length of the R region was
maintained, whereas the U3 sequence at the 5'-end of the RNA was
shortened. Regions at the 5'-end are indicated by closed boxes. TAR
(open boxes) and upstream R sequences (hatched boxes) are indicated.

the TAR DNA structure in solution (25, 60—62), in particular
transition between single-stranded and base-paired conforma-
tions at the base of the hairpin, as suggested for the 128-nt (—)
SSDNA (see above). It is of interest that the loop residues (nt
30-33) present in all TAR DNA structures (compare Figs. 1B
and 4B) were digested by the single strand-specific S1 nuclease
(Fig. 4A). Moreover, the 4 free nucleotides at the 5'-end of the
63-mer (Fig. 4B) are consistent with the length of the SP
product formed by this DNA (Figs. 2A and 3A).

In the case of the 50-mer (—) SSDNA, nt 17-20 as well as
bases nearest the 3’-end (nt 40-50) were digested by S1 nucle-
ase, indicating that these nucleotides are unpaired (Fig. 4A).
The remaining nucleotides of this DNA were not significantly
digested by either MNase or S1 nuclease, suggesting that these
nucleotides are base-paired. The lowest energy structure pre-
dicted by mFold for the 50-mer DNA is in general agreement
with the mapping data (Fig. 4, compare A and B). In addition,
the observation that the 3’-end of the 50-mer DNA is largely
unstructured and the 5’-end contains only 1 unpaired base
would readily explain why this DNA does not undergo self-
priming (Figs. 2 and 3A).

Truncation of Acceptor RNA Greatly Improves the Efficiency
of Minus-Strand Transfer—Although the secondary structures
observed for each of the (=) SSDNAs allow us to rationalize
whether self-priming may or may not occur, these structures do
not provide a complete explanation as to why there is such a
striking reduction in the efficiency of strand transfer when (—)
SSDNA is truncated (Fig. 3B), and the stabilities of these
smaller DNAs are expected to favor formation of a DNA-RNA
hybrid (Fig. 4B). These considerations suggested that in such
cases, the acceptor RNA may not be able to anneal to the (—)
SSDNA. This would occur if the acceptor RNA adopts a highly
stable secondary structure.

To investigate this possibility, we prepared a series of RNA
truncation mutants (Fig. 5). These RNAs were constructed to
examine the effects of shortening the R region (3’-end), U3
(5’-end), or the R region and U3 on minus-strand transfer and
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Fic. 6. Effect of acceptor RNA length on NC-mediated minus-
strand transfer. Shown are the amounts of minus-strand transfer
products obtained when the HIV-1 R region in the acceptor RNA was
shortened to 63 nt (A), 50 nt (B), or 30 nt (C). A schematic version of the
R region in each acceptor RNA is shown at the top of each panel; TAR
(open boxes) and upstream R sequences (hatched box) are indicated.
Each of the RNAs was tested with the following (—) SSDNAs: 128-mer
(closed bars), 63-mer (open bars), and 50-mer (hatched bars). The effect
of shortening the R region (3'-end of acceptor RNA) is shown by com-
paring the level of strand transfer in A-C, whereas the effect of short-
ening U3 (5'-end of acceptor RNA) is illustrated by comparing the level
of strand transfer within each individual panel. Assays were conducted
in the presence of HIV-1 NC at a ratio of one NC molecule to 0.9 nt. Data
are average values obtained for strand transfer products in three to five
individual experiments.

RNA structure. In the experiment illustrated in Fig. 6, we
assayed the activities of three classes of acceptor RNAs, which
we defined by the size of the R region (63, 50, and 30 nt); the
size of the R region and a schematic diagram are shown at the
top of each panel. Within each class, we have included two (Fig.
6A) or three (Fig. 6, B and C) RNAs that have varying amounts
of U3. All of the RNAs were assayed with the 128-, 63-, or 50-nt
(—) SSDNAs in the presence of NC. The results are summa-
rized in Table I.

One class of acceptor RNAs (RNAs 117 and 100) has the R
region shortened from the wild-type 97 nt (70) to 63 nt, leaving
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3'-sequences that correspond almost entirely to the TAR RNA
stem-loop (Fig. 5B). The level of minus-strand transfer ob-
tained with this acceptor RNA class and each of the (-)
SSDNAs was quite low (Fig. 6A4). For example, with the 128-
mer (—) SSDNA, strand transfer was decreased by 5-6-fold
compared with that observed with RNA 148 (R region equal to
94 nt) (Table I, second column, compare first line with second
and third lines). When the R region was further truncated to 50
nt (Fig. 5C), there was a marked increase in strand transfer
relative to the level observed with RNAs having an R region
equal to 63 nt (Fig. 6, compare B with A). A modest increase in
strand transfer was also seen with an RNA class that contained
only 30 nt of the R sequence (Fig. 5D; and Fig. 6, compare C with
A). These data show that the length of the R homology region is
not the sole indicator for predicting successful strand transfer.
Importantly, the results also demonstrate that the full-length R
region is not required for efficient minus-strand transfer.

To determine whether the size of U3 and that of the R region
influence minus-strand transfer, we examined the effect of
shortening U3 in the acceptor RNAs of each class. In the class
with an R region equal to 63 nt (Figs. 5B and 6A), two RNAs
were tested: RNA 117, containing 54 nt of U3 (the same as RNA
148 (Fig. 5A)), and RNA 100, containing 38 nt of U3. With RNA
117, strand transfer was poor regardless of which (—) SSDNA
was used (Fig. 6A and Table I, second line). Further truncation
of U3 to 38 nt to disrupt additional RNA secondary structure
did not increase the level of minus-strand transfer with any of
the (=) SSDNAs tested (Fig. 6A and Table I, third line) (data
not shown). In contrast, when the R region was maintained at
50 nt (Figs. 5C and 6B), truncation of U3 resulted in a signif-
icant stimulation of minus-strand transfer. In particular,
shortening U3 to 20 nt (RNA 70) led to a >50-fold increase in
the level of minus-strand transfer with the 50-nt (—) SSDNA
compared with transfer with this DNA and RNA 148 (compare
Figs. 3 and 6B; and Table I, last column, compare first and
sixth lines). In addition, we observed that self-priming from the
63-nt (—) SSDNA was diminished when RNA 70 was used as
the acceptor (data not shown). Taken together, the results in
Fig. 6 (A and B) indicate that stable structure in the acceptor
RNA lowers the efficiency of strand transfer.

Interestingly, if the R region was maintained at 30 nt, addi-
tional 5’-truncations in U3 (RNAs 67 and 50) (Fig. 5D) led to a
tapering off of the level of minus-strand transfer (Fig. 6C). This
was most striking when the activities of RNA 70 (Fig. 6B and
Table I, sixth line) and RNA 50 (Fig. 6C and Table I, ninth line)
were compared. Thus, simply truncating the acceptor RNA
does not always result in enhanced strand transfer efficiency
(see below).

RNA Structure Is Important for Predicting the Efficiency of
NC-mediated Minus-Strand Transfer—To confirm that a high
degree of structure in the acceptor RNAs interferes with the
efficiency of NC-mediated minus-strand transfer, we subjected
several of our truncation mutants to limited RNase digestion
and analysis by mFold (Fig. 7) (75, 76). Fig. 7TA presents the
RNase digest patterns generated for RNAs containing the fol-
lowing lengths of the R region: 94 nt (RNA 148), 63 nt (RNA
117), and 50 nt (RNAs 104 and 70). The two RNAs with an R
region equal to 50 nt were chosen to examine whether signifi-
cant changes in structure occur with additional truncation of
U3. The cleavage specificity for each of the enzymes is given in
the legend to Fig. 7A.

For RNAs 148, 117, and 104, regions within TAR expected to
be largely single-stranded (nt 77-79 and 84—89) were digested
by RNase T1 (3 G residues, nt 86—88) (Fig. 7A, lanes 7), RNase
A (UCU (nt 77-79) and C (nt 84)) (lanes 3 and 4), and S1
nuclease (U (nt 85)) (lanes 5 and 6). Despite truncation into the
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TAR stem, nt 55—-63 in RNA 104 as well as in RNAs 128 and
117 remained largely under-digested by RNases T1 and A,
suggesting that the lower portion of the TAR stem-loop struc-
ture maintains a mostly base-paired conformation. In addition,
other nucleotides in RNAs 148, 117, and 104, including those in
the 3’-half of the TAR stem-loop (nt 90—113 in RNAs 148 and
117 and nt 90-104 in RNA 104), underwent a varying amount
of digestion by nuclease V1 (lanes 1 and 2). Taken together, the
data are consistent with the structure being predominantly
helical in nature. Interestingly, the digest patterns at the 5'-
ends of these RNAs were very similar: digestion of nt 50-53 by
RNase A (lanes 3 and 4), S1 nuclease (lanes 5 and 6), and
RNase T1 (lanes 7); digestion by RNase A (lanes 3 and 4) and
S1 nuclease (lanes 5 and 6) in the region of nt 40—49; and
strong digestion by RNase A (lanes 3 and 4) and S1 nuclease
(lanes 5 and 6) around nt 30. The similarity of the digest
patterns observed for each of the three RNAs suggests a high
degree of secondary structure conservation, even when the R
region was significantly truncated (Fig. 5).

Indeed, when mFold analysis (75, 76) was performed on
these RNAs using some double- and single-strand constraints
based on the results of the RNase digestions, very similar
structures were obtained (Fig. 7B). Most notably, we found that
even though sequences of the TAR RNA stem-loop were re-
moved in RNA 104, the lower portion of the stem-loop could be
reconstituted with sequences from the 5'-end of the RNA.
Moreover, the free energy values obtained for each of the RNAs
demonstrated that these RNAs fold into very stable secondary
structures. These results are consistent with the strand trans-
fer data showing that with one exception (148-nt acceptor and
128-nt (—) SSDNA,; see below), RNAs 148 and 117 supported
low levels of strand transfer; in contrast, RNA 104, which has
a high AG value (but significantly lower than the AG values of
the two larger RNAs) (Fig. 7B), exhibited moderate strand
transfer activity with the 128-, 63-, and 50-nt (—) SSDNAs (Fig.
6, A and B, and Table I, first, second, and fourth lines).

Similarly, RNA 70 exhibited many of the characteristic
RNase digestion properties expected for the TAR RNA stem-
loop. In particular, the TAR loop (nt 50—-55) was maintained: nt
52-54 were digested by S1 nuclease (Fig. 7A, lanes 5 and 6) and
RNase T1 (lane 7). The C residue at nt 50 and the bulge region
(nt 43—45) were digested by RNase A (lanes 3 and 4). However,
the overall decrease in the length of RNA 70 led to disruption
of the remainder of the lower half of the TAR stem, and two
shorter stem-loop structures at the 5’-end were formed instead
(Fig. 7B). In particular, nt 24-26 and 34, which correspond to
nt 58—-60 and 68, respectively, in the larger RNAs and are
normally paired in the TAR stem-loop, were digested by RNase
A (Fig. 7, A, lanes 3 and 4; and B). Thus, disruption of the TAR
stem leads to an overall reduction in the stability of RNA 70,
which facilitates NC-mediated annealing of (—) SSDNA to ac-
ceptor RNA and subsequent strand transfer (Fig. 6B and Table
I, sixth line).

Decreasing the Stability of Both (—) SSDNA and Acceptor
RNA Eliminates the Requirement for NC—The results pre-
sented thus far indicate that (—) SSDNA and acceptor RNA
structure and stability have a significant effect on the ability of
NC to facilitate minus-strand transfer. Thus, NC was unable to
stimulate strand transfer in reactions containing a stable RNA
and a (—) SSDNA that is capable of a high degree of self-
priming (Fig. 3A, compare lanes 5 and 6). These findings led us
to predict that for reactions with a (—) SSDNA that does not
self-prime and an acceptor RNA containing little secondary
structure, addition of NC should have little or no effect on
minus-strand transfer efficiency.

To test this hypothesis, we assayed minus-strand transfer
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Fic. 7. Enzymatic mapping of acceptor RNAs and effect of acceptor RNA structure on the level of minus-strand transfer. A, partial
nuclease digestion of 5'-*P-labeled acceptor RNA constructs. The same RNase concentrations were used for acceptor RNAs 148, 117, and 104;
somewhat different concentrations were used for RNA 70 as detailed below. RNAs 148, 117, 104, and 70 were subjected to limited digestion under
nondenaturing conditions with the following enzymes: RNase V1 (cleaves double-stranded RNA; 0.002 and 0.004 units/ul for larger RNAs (lanes
1 and 2, respectively) and 0.005 and 0.01 unit/ul for RNA 70 (lanes I and 2, respectively)), RNase A (single-strand cleavage at C and U; 2 and 4
ng/ul for larger RNAs (lanes 3 and 4, respectively) and 3.3 and 6.6 ng/ul for RNA 70 (lanes 3 and 4, respectively)), S1 nuclease (specific for
single-stranded nucleic acids; 1 and 2 units/ul for larger RNAs (lanes 5 and 6, respectively) and 5 and 10 units/ul for RNA 70 (lanes 5 and 6,
respectively)), and RNase T1 (single-strand cleavage at G; 0.025 units/ul for larger RNAs (lanes 7) and 0.05 units/ul for RNA 70 (lane 7)). Marker
lanes were prepared under denaturing conditions by digestion with RNase T1 (lanes 8) and limited alkaline hydrolysis (lanes 9) as described under
“Experimental Procedures.” Undigested RNA is shown in lanes 10. Numbering of nucleotides (to the left of the gels) is from the 5’-end of the RNA;
regions that are primarily single-stranded are indicated by black bars (to the right of the gels). B, most stable secondary structure representations
of acceptor RNAs as determined by mFold analysis (mFold Version 3.1) (75, 76). Structures were obtained by including constraints based on RNase
structure mapping data at 37 °C. The AG values in kilocalories/mol are shown in each case. Note that because the nucleotides are numbered from
the 5'-end of the RNA, the numbering for RNAs 148, 117, and 104 within the TAR stem-loop region is the same, but differs for RNA 70.

with the 50-nt (—) SSDNA and the 70-nt acceptor RNA (RNA pated, the overall rate of minus-strand transfer was virtually
70). Fig. 8 shows a time course for the formation of the strand the same in the presence and absence of NC (&, = 0.06
transfer product in reactions with and without NC. As antici- min1). In addition, the same amount of transfer product was
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Fic. 8. Kinetics of minus-strand transfer with the 50-nt (-)
SSDNA and 70-nt acceptor RNA in the presence or absence of
NC. The amount of minus-strand transfer product synthesized is plot-
ted as a function of time. Standard reaction mixtures with and without
NC and containing the 50-nt (—) SSDNA and 70-nt acceptor RNA were
scaled up to a final volume of 100 ul, and 10-ul aliquots were removed
at the indicated times. Data were fit to a single exponential equation

and gave the following %, values: with NC (2), k., = 0.062 = 0.0047
min~!; and without NC (e), &, = 0.061 + 0.0077 min *.

obs

synthesized in both reactions at the end point (60 min). These
results clearly illustrate the delicate balance that exists be-
tween RNA and DNA stability and the ability of NC to mediate
successful minus-strand transfer.

DISCUSSION

In this study, we have performed a systematic analysis to
understand how the nucleic acid chaperone activity of NC is
affected by varying degrees of stable secondary structure in
either (=) SSDNA or acceptor RNA (or both) during minus-
strand transfer. We found that alterations in the secondary
structure of (—) SSDNA resulted in dramatic fluctuations in
the level of nonproductive DNA self-priming. However, elimi-
nation of secondary structures responsible for self-priming did
not necessarily increase strand transfer efficiency: secondary
structure of the acceptor RNA was also critical. Indeed, little or
no strand transfer was observed when the acceptor was highly
structured, regardless of whether NC was present. Collectively,
these results reinforce the idea that the nucleic acid chaperone
activity of NC favors formation of the most thermodynamically
stable structure, which in some circumstances will not be the
strand transfer duplex.

The presence of the TAR DNA stem-loop at the 3’-end of (—)
SSDNA has been shown to induce RT-catalyzed synthesis of
the majority of SP products observed in vitro (25, 51, 53, 56, 58,
59). Since the TAR DNA structure is not necessarily present in
the lowest energy structure of HIV-1 (—) SSDNA (59) and since
a complex mixture of SP DNAs is observed during synthesis of
(—) SSDNA (51), it is formally possible that other structures
might also be involved. However, self-priming was highest
when (—) SSDNA contained little more than the TAR DNA
sequence (63-nt (—) SSDNA) (Fig. 2), and even small disrup-
tions of the TAR DNA stem-loop resulted in elimination of SP
products (50-nt (=) SSDNA) (Figs. 2 and 3A). This result is
consistent with earlier work demonstrating that deletion of 19
nt at the 3’-end of the TAR DNA stem-loop eliminates self-
priming (51). Mutations that convert bulges in the lower por-
tion of TAR DNA to paired bases (56, 62) reduce the ability of
NC to destabilize the structure (62) and lead to an increase in
self-priming (56). Recent studies also show that NC destabi-
lizes the bottom half of TAR DNA more efficiently than the
upper half (62, 63). It is of interest that in the absence of
acceptor, NC has little or no effect on the amount of SP prod-
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ucts that are synthesized (Fig. 2) (25, 56, 59).

The level of self-priming is related to the stability of fold-
back structures formed at the 3'-end of (=) SSDNA rather than
to the complexity of the R region (59). For example, self-prim-
ing of the 128-nt (—) SSDNA (AG = —13.1 or —13.4 kcal/mol)
was 2—-3-fold lower than that observed for other smaller TAR
DNA-containing (—) SSDNAs with lower overall stabilities
(Figs. 2 and 4B). Interestingly, mFold analysis of the 128-nt (—)
SSDNA predicted that the lowest energy structures have un-
paired bases at their 3’-ends and that in one of the predicted
structures (AG = —13.4 kcal/mol), a recognizable TAR DNA
stem-loop is not formed (Fig. 4B). Thus, self-priming may be
lower for this DNA because the TAR DNA stem-loop structure
with 3’-paired bases is not present in a significant portion of
the population. (Of course, at least some of the DNA molecules
must contain the TAR DNA stem-loop since SP products were
observed experimentally (Figs. 2 and 3A).)

Analysis of the isolated TAR DNA structure by fluorescence
spectroscopy provides strong evidence that the DNA population
consists of a heterogeneous mixture of conformers (25, 60—62).
Thus, we expect that increasing the length of (—) SSDNA
results in an increase in the conformational complexity of the
DNA population, leading to disruption of TAR DNA in favor of
conformers with 3’'-single-stranded extensions. These consider-
ations could explain why SP products are not observed in
endogenous reverse transcription assays (51). It is also possible
that during endogenous reverse transcription or virus replica-
tion, some of the (=) SSDNA remains transiently bound to
5'-terminal fragments from the initial genomic RNA template,
which (since NC is present) would prevent formation of fold-
back structures and self-priming (56). However, this alone
would not necessarily increase the efficiency of strand transfer.

Indeed, our data lead to the major conclusion that elimina-
tion of self-priming is not sufficient to promote an increase in
the level of minus-strand transfer in the presence of NC and
acceptor RNA (Fig. 3). This result was initially somewhat sur-
prising and suggested that NC might not always be capable of
mediating the formation of the DNA-RNA duplex. We consid-
ered the possibility that the degree of complementarity be-
tween the R regions in the acceptor RNA and the truncated (—)
SSDNAs is important. In the case of the 128-nt (—) SSDNA, the
highest level of strand transfer occurred in reactions contain-
ing the 148-nt acceptor RNA (Fig. 3 and Table I, second col-
umn). This finding could be explained, at least in part, by the
fact that annealing of 94 nt in the R region leads to formation
of a more stable duplex than is possible with smaller R regions.

However, the experiments described in Fig. 6 clearly show
that the length of the R region in the acceptor RNA and (—)
SSDNA is not always a primary determinant of efficient minus-
strand transfer. For example, when the R region in the acceptor
RNA was reduced from 63 to 50 nt, the level of strand transfer
was increased with each of the (—) SSDNAs tested (Fig. 6,
compare A and B). Thus, in our system, the extent of sequence
complementarity between (—) SSDNA and the acceptor RNA
need not be extremely long for successful minus-strand trans-
fer. This result is in excellent agreement with previous studies
showing that the full-length R region is not required for minus-
strand transfer both in vivo and in vitro (26, 44, 51, 77-79).
Similarly, the size of the homology region is not the most
critical factor for efficient recombination via internal strand
transfer (80).

Alternatively, the presence of highly stable structures in the
acceptor RNA (Fig. 7B) that prevent annealing of (—) SSDNA
to the acceptor RNA might account for the low level of strand
transfer obtained with the small (—) SSDNAs and the 148-nt
acceptor RNA (Fig. 3 and Table I, first line). Although anneal-



44164
A
4G Gg B
c A
C-G CUUU
G-C m G U
A-U uu
uG-c C-G
Sa- ge !
G-C 5 77y
A-U G
c-G U
J!_."C,—G A
g—c 3 uC
34
c U Aous G- F
i |2 T URT G-C
CuGaauc U U
gA A-U
b8 A0
c-G g I
c-G
- c-G
G-C AU
by G LU
U G A
U, cC
uu
RNA 70 RNA 50

G =-22.9 kcalimol G =-14.9 kcal/mol

Fic. 9. Comparison of structures predicted by mFold for RNAs
70 and 50. The predicted structures and AG values for RNA 70 (A) and
RNA 50 (B) are shown. The boxed nucleotides represent potential NC-
binding sites.

ing was not measured directly in this study, it is expected that
the conformational stability of the DNA and RNA strands will
affect annealing and elongation of minus-strand DNA by RT,
which in turn will impact overall strand transfer and the extent
of self-priming. In fact, in previous reports, we showed that
reduction of NC-mediated annealing could be correlated with a
reduction in strand transfer (17, 23).

The importance of acceptor RNA structure in strand transfer
is illustrated by the data in Fig. 6 and has also been reported in
several other studies (66, 67, 80—84). Interestingly, an impor-
tant conclusion of this work is that the highest levels of strand
transfer occur when the structures in both (=) SSDNA and
acceptor RNA are significantly disrupted (Figs. 4B, 6B, and 7B
and Table I). This finding indicates that NC exerts its effect
upon both DNA and RNA secondary structures. The fact that
minus-strand transfer appears to be particularly sensitive to
excessively stable structure in the acceptor RNA and to a
somewhat smaller extent to the structure in (=) SSDNA is
consistent with the fact that NC induces only very limited
melting of the TAR RNA structure compared with melting of
the TAR DNA stem-loop (60). It has also been reported that
introduction of stabilizing mutations in the poly(A) stem-loop of
the acceptor RNA inhibits productive minus-strand transfer
(81).

Another important conclusion of this work is that the effect
of NC is evident only in the case of structures that are partially
but not completely destabilized. Using the truncated 50-nt (—)
SSDNA and RNA 70 acceptor, whose stabilities were signifi-
cantly decreased relative to larger constructs (Figs. 4B and 7B),
we found that NC did not increase either the rate or extent of
minus-strand transfer (Fig. 8). Similarly, NC has little effect on
the rate of annealing of short DNA oligonucleotides when these
oligonucleotides are unstructured, whereas NC increases the
rate of annealing when secondary structure is present (26).
Moreover, NC exerts little effect on weakly structured regions
of the HIV-1 RNA genome during internal strand transfer (66)
or on model RNAs with low AG values in an annealing reaction
(67).

Thus far, we have discussed NC nucleic acid chaperone ac-
tivity in terms of the overall thermodynamic stability of the
nucleic acid reactants in minus-strand transfer. We note one
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exception, however, concerning the activities of RNAs 70 and
50 in minus-strand transfer assays with the 128-, 63-, and
50-nt (—) SSDNAs (Fig. 6, compare B with C). Paradoxically,
strand transfer was considerably more efficient with RNA 70
than with RNA 50, even though on the basis of mFold analysis,
RNA 70 (AG = —22.9 kcal/mol) (Figs. 7B and 9A) is more stable
than RNA 50 (AG = —14.9 kcal/mol) (Fig. 9B). In this case,
local structure at favorable NC-binding sites (e.g. a run of G or
UG residues (22, 85-89)) appears to differ. In particular, UG-
rich stem-loop II of RNA 70 (Fig. 9A, boxed nucleotides) con-
tains bases (5'-GGGUC ... ) that are complementary to se-
quences in TAR at the 3’-end of the (—) SSDNA constructs and
is a likely site for initiation of the annealing reaction. This
stem-loop contains a relatively weak helix with three G-U
wobble pairs and only two G-C base pairs. In contrast, the
corresponding sequence in RNA 50 is part of stem-loop II and
contains three stabilizing G-C base pairs as well as a single
destabilizing G-G mismatch (Fig. 9B, boxed nucleotides). We
speculate that RNA 70 has more activity in minus-strand
transfer because the weak stem-loop II in RNA 70 is a more
favorable site for initiating the annealing reaction than stem-
loop II in RNA 50. Thus, we suggest that the effectiveness of
NC nucleic acid chaperone activity is ultimately dependent on
the stability of local structure rather than on the stability of the
overall structure. This conclusion is in accord with the results
of a recent kinetic and thermodynamic study of tRNALY® an-
nealing to the 18-nt primer-binding site in an HIV-1 genomic
RNA transcript (33). Experiments to further test our hypothe-
sis in the minus-strand transfer system are now in progress.

In summary, our results demonstrate that the stability and
structure of both (=) SSDNA and acceptor RNA play a role in
the ability of NC to efficiently mediate minus-strand transfer.
Enzymatic mapping studies, together with mFold analysis,
demonstrated that the R region of the 148-nt acceptor RNA is
highly structured and that significant truncation of this RNA is
required to decrease its stability (Fig. 7) so that efficient strand
transfer may occur. It has been proposed that NC decreases
self-priming in (—) SSDNA by binding to the DNA as it under-
goes normal conformational fluctuations, resulting in an in-
creased proportion of the DNA population in various unfolded
and semi-folded states (25, 60—62), with the greatest shift to
less folded states occurring when acceptor RNA is present (25).
Similarly, we envision that transient conformational fluctua-
tions of the RNA will allow binding of NC and a subsequent
redistribution in the number and types of conformations acces-
sible to the RNA. A change in the equilibrium distribution of
RNA conformations might be expected to require interaction
with a (=) SSDNA. Thus, an important criterion for efficient
strand transfer is the maintenance of a delicate thermody-
namic balance between structures present in the RNA or DNA
and the stability of the strand transfer duplex.
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